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For Telecom 2003, CERN and the International Center for Advanced Internet Research (iCAIR) designed several demonstrations of next generation high performance networking, including Photonic Data Services, based on next-generation, intelligent optical networking technology and dynamic data services provisioning. These demonstrations indicate the potential for creating new global applications as traditional barriers to network optimization at multiple levels are removed.  The demonstrations are based on high performance communications infrastructure utilizing novel techniques and technologies for managing globally distributed resources and extremely large volume data streams. The innovative networking methods being developed by these organizations and their research partners allow for very high performance global applications - especially those based on Grid technology - across multiple disciplines and industries.  The demonstrations also utilize initial components of the “Global Lambda Grid,” a concept that is being formulated by the StarLight community, which envisions supporting Grid-based applications through world-wide wavelength-based data communications.  StarLight, which is a component of this concept, is a next-generation international optical networking exchange facility in Chicago.

Many of the advanced technologies supporting the demonstrations at Telecom 2003 were developed on, or for, OMNInet, a metro area photonic networking testbed in Chicago.  OMNInet has been established, in part, to create a reference model for next generation optical metro networks.  For Telecom 2003, this testbed has been extended to Geneva through the CERN presence at the StarLight and the CERN 10 Gbps link to Geneva. The demonstrations show that photonic enabled data communications are possible not only on next generation optical metro area networks, such as OMNInet, but can also be extended to global networks, e.g., through StarLight and CERN’s networks, as a basis for the Global Lambda Grid.  The demonstrations indicate the potential for advanced data communications  based on dynamic multi-wavelength lightpath provisioning and supported by flexible dynamic DWDM-based networking technology – as opposed to today’s static point-to-point optical networks. The demonstrations also show capabilities for applications to directly discover and signal for the networking resources that they require, including signaling for the provisioning of lightpaths. 

OMNInet is an integrated network system with four primary functions: 1) novel specialized protocols and lightpath provisioning technologies, 2) standard architectures, such as  IETF GMPLS 3) an optical networking system, based on Micro-Electro-Mechanical Systems (MEMS), that supports lambda switching and 4) a cross-layer network intelligence, including at the physical lightpath level. The physical core of OMNInet is a metro-area dark fiber fabric that has been qualified for multiwavelength-based services.   The OMNInet control plane enables User-to-Network Interface (UNI) control signaling via a specialized UNI interface to the optical transport network and bi-directional signaling to the connection control plane. 10GigE trunk interfaces, using true 1550nm 10GigE, have been implemented, with a specialized set of protocols that allows for enhanced optical network intelligence, including a wavelength signaling protocol, a wavelength routing protocol, and an optical link management protocol. Optical wavelengths are being used to implement virtual lightpaths to transport data streams (relevant to scientific applications) with specific service levels.   Lightpath provisioning utilizes Dense Wave Division Multiplexing (DWDM), which divides a beam of light into multiple “colors,” lightwaves – or “lambdas,” to transmit optical signals through fiber in parallel. Extremely high volumes of data can be communicated through each fiber, e.g., many terabits per second. Newer technology provides capabilities for dividing the light into many dozens of channels on each fiber length and for sending tens of gigabits or more through each channel. 
Photonic Data Services
The Photonic Data Services demonstration at Telecom 2003 was designed to show the potential for supporting global applications with next generation wavelength-based networking, including allowing high level processes to utilize directly the optical network control plane for dynamic lightwave provisioning. Key prototype technologies that comprising the demonstrations are a) intelligent signaling, b) dynamic lambda provisioning , and c) extensions to lightpaths through dynamically provisioned L2 and L3 configurations, in part, to allow for access to multiple types of edge resources. PDS development is a joint project of the Laboratory for Advanced Computing (LAC) at the University of Illinois at Chicago and iCAIR.  This demonstration includes the use of  SABUL, being developed by LAC. SABUL is an innovative protocol that uses UDP as a transit protocol but provides for reliability by using TCP as a control protocol

The Photonic Data Services demonstration utilizes a specialized API, based on the Simple Lightpath Control Protocol Specification (SLCP) to access the Optical Dynamic Intelligent Network (ODIN) services module.  The ODIN service layer is software being designed and developed at iCAIR as an intermediary between high performance distributed global applications and lower level network service layers. Collectively, these service layers allow for dynamic, integrated coordination between the Photonic-Empowered Application that may reside on a client network with various processes and resources at the optical network layer.  The ODIN services layer enables high performance applications while providing for network transparency, allowing the applications to utilize the full power of photonic networks without having to deal with their complexity.  

ODIN provides a single point of control for a defined set of network service requests within a single administrative domain. This point of control is incorporated within a process that resides on a control server. The process has a complete “understanding” of the topology and current resource allocations within the administrative domain. ODIN accepts requests for resource allocations from applications over the network. The process listens on a TCP socket for requests from applications, and responds to those requests over a connected session linked to that application. When resources are allocated to fulfill those requests it communications with the requisite network switches to configure them to meet those application requests. These switches can be optical-domain DWDM switches, Ethernet switches and/or IP routers.  In sum, ODIN is server software that is comprised of components that a) accept requests from clients for resources (the client requests a resource, i.e., implying a request for a path to the resource – the specific path need not be known to the client), b) determines an available path – possibly an optimal path if there are multiple available paths), c) creates the mechanisms required to route the data traffic over the defined optimal path (virtual network) d) notifies the client and the target resource to configure themselves for the configured virtual network (ODIN returns a new IP and subnet mask in response to a resource request). 

THOR is a process that establishes and deletes lambda-switched paths, i.e., lightpaths, based on an understanding of  application requirements, physical optical network topology, potential capabilities for resource allocations within that topology, and performance optimization.  THOR components include mechanisms for receiving requests, fulfilling requests, such as allocating and managing network resources and for monitoring state information. After receiving a client (e.g., application) request(s) through ODIN, THOR determines the state of the lambda-based lightpaths (lambda-switched paths) in the optical network, determines the most optimal lightpath(s) for a particular request, creates a lightpath, which could be an OVPN, by configuring the photonic node switches, notifies the client and the target resource to configure themselves (eg, for use of the OVPN), and reallocates optical resources when they are no longer being used. THOR has an understanding of the network configuration to such a degree that it can allocate lambda switched paths (resources at the level of multiple Gbps), but also provide for lambda resource sharing (i.e., multiple paths on a single lambda).  The photonic layer control tools used on OMNInet are based on a IETF compliant GMPLS implementation.
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